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Abstract. Sequential recommendation problems have received increased
research interest in recent years. Our knowledge about the effectiveness
of sequential algorithms in practice is however limited. In this paper, we
report on the outcomes of an A/B test on a video and movie stream-
ing platform, where we benchmarked a sequential model against a non-
sequential, personalized recommendation model, as well as a popularity-
based baseline. Contrary to what we had expected from a preceding
offline experiment, we observed that the popularity-based and the non-
sequential models led to the highest click-through rates. However, in
terms of the adoption of the recommendations, the sequential model was
the most successful one in terms of viewing times. While our work points
out the effectiveness of sequential models in practice, it also reminds
us about important open challenges regarding (a) the sometimes lim-
ited predictive power of classic offline evaluations and (b) the dangers of
optimizing recommendation models for click-through-rates.

Keywords: Sequential Recommendation · A/B Test · Field Test · Offline-
Online Comparison

1 Introduction

Next-item recommendations are a common feature on today’s music and video
streaming sites. Such recommendations are shown to users—usually when the
streaming of the current item ends—with the goal of pointing them to further
relevant content on the site. Thereby, users are being kept active and continue
to be engaged with the service.

The automated selection of recommendations to display to the user can be
achieved through various methods. Assuming that the past preferences of the
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current user are known, any traditional recommendation approach, e.g., based
on matrix factorization [42], can in principle be used to identify further rele-
vant content for the user. In most recent years, however, the potential value
of considering sequential patterns in the available interaction data has been
highlighted in the literature [37]. Correspondingly, a rich variety of technical se-
quential recommendation approaches has been proposed in the recent literature,
including prominent models such as SASRec [25] or BERT4Rec [40]. Further-
more, a multitude of session-based techniques [44,20] have been put forward,
which particularly focus on the most recent interactions in anonymous sessions.

Although there are various works that describe technical models for sequen-
tial recommendation, little is documented about the effectiveness of these models
in practice. While there are some industry reports on the value of session-based
techniques [9,26,28], the literature on sequential models, i.e., ones that both con-
sider long-term user preferences and sequential information, is even more scarce.
This work aims to contribute to a better understanding of the value of sequen-
tial recommendation models in real-world environments. Our goal is to under-
stand whether it is possible to successfully recommend a next item with both
high accuracy and diversity on a real-life streaming platform, compared to the
currently employed non-sequential mechanism. We report on the outcomes of
an A/B test on a video and movie streaming platform. We compared a tradi-
tional sequence-agnostic model with a hybrid model that puts strong emphasis
on the last watched item to generate next-item recommendations. The main
finding of our study is that the sequential model is indeed effective in terms
of increasing consumption (i.e., watch time) on the platform. The traditional
sequence-agnostic collaborative filtering model, however, led to a higher CTR.
This latter result corroborates findings from an earlier real-world study [15] that
algorithms that lead to high CTR values may not necessarily be the best ones
from the business perspective. Hence, optimizing for the CTR may be mislead-
ing, depending, of course, on the business model of the platform. Considering
our findings, we argue that we narrow the gap between academic and industrial
research in recommender systems, providing insights useful for both sides.

2 Background

In this section, we first discuss examples of works that emphasize the impor-
tance of considering short-term and longer-term user preferences in sequential
recommendation models. Then, we review a selected set of previous publications
that compare offline and online experimental results.

2.1 The Role of Long-term and Short-term User Preferences

Recent research in sequential and session-based recommendation has focused on
leveraging time-ordered user interaction logs to predict users’ next actions [37].
Instead of considering the traditional user-item interaction matrix, such methods
try to learn user behavior patterns in sequences of interactions, suggesting a
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tighter connection between consumed items that closely follow each other in
time. These patterns can subsequently be leveraged to predict a user’s next
action during an ongoing session and help to suggest a next item more effectively.
In addition, such patterns can be useful at detecting and considering preference
changes and interest drifts in user profiles.

In the domain of sequential recommendation methods, SASRec [25] is one
example of a well-known approach that implements Transformer-based self-
attention based sequential model. Specifically, the authors of SASRec suggest
to combine long-term preference modeling capabilities and prediction accuracy
in sparse data settings with their architecture. As a result, the proposed model
significantly outperformed previous RNN-based techniques. Another prominent
example of sequential recommendation methods is BERT4Rec [40], which al-
lowed to successfully discover more insightful historical sequence representations
through bidirectional encoding.

At the same time, session-based recommendation systems [44,20] have gained
attention for their ability to provide personalized suggestions without relying on
long-term user histories. These systems utilize various neural network architec-
tures to model user behavior within short sessions. RNNs have shown promise
in this domain, with GRU4Rec [13] representing a pioneering work in this do-
main. Multiple alternatives were proposed in recent years, including models that
extend GRU4Rec in different ways, e.g., GRU4RecBE [36], which incorporates
BERT-extracted item features. In such models, the key is often to focus on the
very last interactions observed by a user. The authors of [30], however, point
out that while immediate short-term trends are crucial, considering longer-term
user preferences—even within an ongoing session—can actually also be impor-
tant. They proposed STAMP as a way to combine both longer-term user interests
and short-term interests in one recommendation model.

Considering both long-term and short-term preference information has also
shown to be beneficial for session-aware recommendation scenarios, i.e., in set-
tings where previous session information is retained for non-anonymous users.
In [17], for example, the authors combine a traditional recommendation model
based on the user-item interaction matrix with different heuristics that consider
the most recently observed user interactions in an ongoing session.

2.2 Evaluation Perspectives

The landscape of research on recommender systems evaluation is largely domi-
nated by offline experiments [12]. Reports on A/B test outcomes can sometimes
be found in the literature, and in very rare cases these A/B tests also involve se-
quential recommendation models [27,3]. Unfortunately, however, the discussion
of the specifics of the A/B test setup and outcomes is often limited to a few
sentences or paragraphs in the papers.

In A/B tests involving traditional, non-sequential recommendation models,
the worrying observation can be made that the outcomes of offline experiments
are not aligned with online results. Researchers at Netflix, for example, mention
that they do not find “[offline experiments] to be as highly predictive of A/B
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test outcomes as we would like.” [10], see also [39]. Generally, while there are
some works that report that offline results and the outcomes observed in testing
with actual users are aligned [2,5,24], there are multiple reports in the literature
where this was not found to be the case [1,4,8,9,16,34,35], including works that
compare user-study results with online outcomes.

In the context of session-based recommendation, notable insights regarding
the transition of models “from the lab to production” can be found in [28]. Here,
the authors compared both offline results, feedback from a user-centric analysis
and online results. One of the reported findings is that the best offline model not
necessarily generates the most useful recommendations in production. Similarly
to [28], we compare in this study offline results with metrics that are relevant
from a business perspective. A particular aspect of our work is that we consider
two commonly used metrics (click-through rates and engagement), which are,
however, not necessarily aligned. Furthermore, our work is related to [19], as
we will compare the effectiveness of a traditional non-sequential model with a
sequential model.

To deal with the problem of the offline-online gap, in recent years, researchers
have explored alternative evaluation approaches based on counterfactual estima-
tion and off-policy evaluation [23]. The promise of such approaches is that they
are better able to deal with potentially biased historical data, thus leading to
more accurate predictions of the online effectiveness of different algorithms using
only offline data. In our research, we were not relying on such approaches because
we had the opportunity to explore the true effects of different algorithms in the
production system. Furthermore, some recent work [22] finds that existing off-
policy evaluation schemes and certain metrics have their limitations in predicting
online effectiveness. According to the authors, only specific offline estimators—
in the current work Discounted Cumulative Gain (DCG)—in certain settings
can be considered unbiased, and that involves non-trivial calculation of Inverse
Propensity Scores (IPS) for further weighting.

3 Methodology – Study Design

Our study was performed in collaboration with the video and media streaming
platform TV 2, which belongs to a national broadcaster with a country-wide
user base. TV 2 service is actively logging millions of user interactions every
month. The platform provides various types of content, including movies, series,
news and linear TV. In this study, we focus solely on the recommendation of
movies and series. In this section, we first describe the context of the platform
where the A/B testing was set up, then discuss the choice of algorithms and
implementation details, and finally report specifics of both offline and online
testing conditions.

3.1 Application Context

The overall user interface of the platform is similar to the interface of other
streaming services like Netflix. It contains multiple rows of movies and series on
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the landing page, some of them providing personalized content. In our study,
we, however, do not focus on the landing page, but on the “next-item” recom-
mendations that are displayed when a movie or the last available episode of a
series ends (typically with rolling credits). Figure 1 shows a stylized version of
this screen, where on the bottom three recommendations are usually displayed.
In the case of streaming series, we note that no recommendation is displayed
when the next episode of the series is available to watch. In such scenario, the
next episode is automatically played.

Fig. 1. Stylized screen with recommendations. After the user is finished with watching
a movie or a season of a series, they should be provided with a relevant recommendation
to possibly extend the watching session and keep them engaged.

3.2 Algorithms

For our study, together with our collaboration partner, we considered three rec-
ommendation models. a sequence-agnostic top-n recommendation model, a se-
quential model, and a hybrid that combines the scores of the two models. The
non-sequential model is a traditional matrix factorization approach that is used
to generate recommendations at other places of the platform. For the sequen-
tial model, the goal of the platform provider was to gauge the effectiveness of
a lightweight, yet effective model that can be effectively implemented in an in-
dustrial setting at a limited cost. The hybrid model was included because the
literature has shown, as discussed above, that it may be important to consider
both short- and long-term user interests in sequential recommendation. All three
models were evaluated in the offline tests; for the online test, the matrix factor-
ization model and the hybrid sequential model were deployed to production.

Clearly, various other models could have been tested, and will be considered
in future A/B tests. A particular focus in the future will be to consider alternative
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sequential models in the A/B test. One main goal of the current study however
was to gauge the value of using a sequential model compared to a traditional
top-n recommendation model as already deployed at the platform. Overall, there
were thus certain practicalities which constrained us in the choice of the tested
models.

Matrix Factorization Model (ALS) The main recommendation algorithm cur-
rently used on the platform is the Alternating Least Squares [14,41] matrix
factorization model as implemented in the Implicit recommendation library.5
The model was trained with data starting from 2022. No additional tuning of
the hyperparameters was necessary in the offline study, because the model had
been used in production for other purposes for quite some time already, and
tuned extensively on the data. We simply reused the current best-performing
ALS parameters for the offline evaluation in this work.

Hybrid Sequential (HSEQ) Our sequential model is a hybrid one. It considers the
users’ long-term preferences through the mentioned ALS model and combines it
with the efficient and simple, yet effective Markov Chain (MC) model proposed
in [31].

Given an item j, the Markov Chain model computes the relevance score of
each possible next item i as follows [31]:

scoreMC(i, j) =
Σp∈Sp

Σ
|p|−1
x=1 1EQ(j, px)× 1EQ(j, px+1)

Σp∈Sp
Σ

|p|−1
x=1 1EQ(j, px)

(1)

In the equation, Sp is the set of all sessions, 1EQ(x, y) is a function that returns
1 if x = y and 0 otherwise. To counteract the given popularity bias in the data
and to ensure that the MC component does not dominate the hybrid too much,
log normalization was applied to the formula.

The final hybrid score Hu,j for user u and item j is then a weighted combi-
nation of the scores returned by the ALS and the MC model. Since the scores
may not be compatible in terms of their absolute values, a softmax operation is
applied before combining them:

Hu,j = argmaxk
i∈I(softmax(ALSn

u,i)× w + softmax(MCn
u,i)× (1− w)), (2)

where I is the set of items. The parameter n denotes how many items to take
from each recommender and w is a weight factor for the individual components.
In the experiments, we used n = 20 and k = 3, as our goal was to present exactly
three recommendations. The best value for w was 0.1, as determined through
grid search in an offline evaluation.

Popularity-Based (POP) Fallback When there is a new user on the platform,
neither the ALS nor the HSEQ can be effectively applied. This situation is
commonly referred to as user “cold-start”, see, e.g. [29], and require a special

5 https://benfred.github.io/implicit/

https://benfred.github.io/implicit/
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treatment. In our case, both models revert to non-personalized suggestions of
items that are currently popular on the platform. Specifically, the items that
have been watched the most during the last 15 minutes are recommended as
the most popular. Such a strategy has proven effective previously also in other
recommendation domains [33].

3.3 Offline and Online Experimental Setups

Offline Experiments Before deploying the models online, we conducted a series of
offline experiments on a subset of the interaction data that is collected from the
production platform. The viewing data from five consecutive months was used
for training, and the data from the subsequent month served as evaluation data.
In total, the dataset involves more than 2 million active user profiles and about
5000 unique items. The viewing sequence data was filtered by removing sequences
of episodes of the same series, as these are auto-play events. Furthermore, only
sequences involving movies and series were taken into account as other types of
content, such as news, are not relevant in the application setting.

To compute the evaluation metrics, 1 million sequences were sampled from
the data. We evaluated both recommendation accuracy with the Mean Recipro-
cal Rank (MRR) metric, as well as beyond-accuracy aspects, using such metrcis
as the Average Popularity Score (APS) and Coverage (Cov) [11] at different cut-
off lengths. Furthermore, we report the Gini index [7], which helps us understand
to what extent an algorithm is concentrating on a small set of items in its rec-
ommendations. A higher Gini index value means higher concentration and, thus,
lower personalization [18]. The dataset that the experiments were conducted on
is proprietary, but we are able to share the codeof the algorithms online6

Online Experiments The online experiment was conducted for a period of 19
days in May 2024. Ten days were used for collecting the experimental data;
the preceding nine days were used for testing and for ramping up the changed
recommendation service, to avoid surprise and novelty effects.

Using the A/B testing environment of the platform, a subset of the user
base was involved in the experiment and randomly assigned into two experi-
ment groups: one group received “watch next” recommendations through the
ALS model, and the other through the HSEQ model. The models were trained
beforehand with the previously collected data.

On average, we registered around 100,000 impressions per day from the users
included in the test7. Approximately 45% of these impressions originated from
users who were exposed to ALS -generated recommendations, around 40% from
the user group with HSEQ-based recommendations, and roughly 15% of the

6 Our code can be found at https://github.com/sfimediafutures/
Evaluating-Sequential-Recommendations. Implementing these algorithms
for other real-life platforms will commonly require certain adjustments.

7 We unfortunately cannot disclose the exact number of active users who participated
in the study.

https://github.com/sfimediafutures/Evaluating-Sequential-Recommendations
https://github.com/sfimediafutures/Evaluating-Sequential-Recommendations
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impressions originated from the fallback POP model. We emphasize that in
both groups non-personalized popularity-based recommendations were made in
the (less frequent) case of new users.

In terms of online performance indicators, we measured the CTR as well
as viewing-time-based metrics. The CTR is defined as usual as the number of
clicks compared to the number of impressions (i.e., how often recommendations
were displayed). The viewing-time-based metrics represent a measure for the
success of the recommendations, similar to the “Long CTR” used by YouTube [6].
Specifically, we measure V@[t], where [t] represents the viewing time after a click
on a recommendation. For example, v@3min means that the user has watched
at least 3 minutes of the video; v@50% indicates that at least half of the video
was watched. In addition, we also measure popularity (APS), Coverage (Cov),
and the Gini Index like in the offline experiments.

4 Results

We present the results of the offline and online experiments next in Section 4.1
and Section 4.2, respectively. We first provide the metrics results from both
online and offline evaluation phases.

4.1 Offline Experiments

The main results of our offline evaluations are shown in Table 1 and Table 2.
We recall that the recommendations shown to the users consisted of exactly
three items. Thus, we report the metric values for the cut-off length of one and
three. In addition, we report the MRR value also for the cut-off length of 20 to
analyze if the algorithm ranking would be different for longer recommendation
lists. Besides accuracy in terms of MRR, we also report the popularity score APS
and Coverage. In terms of the compared models, we include the two models that
were tested in production (ALS and HSEQ) as well as the “pure” MC model for
reference.

Table 1. Offline evaluation – Mean Reciprocal Rank (MRR) at varying cut-off values.

Model MRR@1↑ MRR@3↑ MRR@20↑
ALS 0.0028 0.0049 0.0082
MC 0.1597 0.2152 0.2505
HSEQ 0.1473 0.2019 0.2396

The results show that the pure MC model is by far better in terms of ac-
curacy than the ALS model. This result is not too surprising, given that the
ALS model returns items that are assumedly of general interest to the user,
whereas the MC model considers the user’s current behavior (in terms of the
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Table 2. Offline evaluation – Popularity (APS), Coverage and Gini Index at varying
cut-off values.

Model APS@1↓ APS@3↓ Cov@1↑ Cov@3↑ Gini@1↓ Gini@3↓
ALS 0.0802 0.0821 0.2240 0.3061 0.8654 0.8610
MC 0.4694 0.4169 0.1763 0.2896 0.9835 0.9834
HSEQ 0.4625 0.4033 0.1400 0.2240 0.9786 0.9785

just watched item). Another factor that contributes to this huge performance gap
is the popularity distribution of the data, where the top-25 items in the catalog
account for more than half of the overall viewing time. The MC model is known
to have a strong popularity bias [31], as can be seen also in Table 2.8 Thus,
it successfully recommends popular content in our offline experiment, whereas
matrix factorization models like ALS are known to often focus (too) strongly
on niche content, see [8]. With regard to beyond-accuracy metrics, it however
turns out that ALS is consistently favorable over the MC model. Overall, the
HSEQ model represents a sort of middle ground in terms of a trade-off between
accuracy and beyond-accuracy aspects of the recommendations.

Since one of our goals was not to further increase the popularity bias on the
platform, we decided to evaluate the hybrid model online in an A/B test. We
recall that with the available A/B testing environment on the platform, only two
models can be deployed in parallel. We configured the hybrid model HSEQ in
a way (w = 0.9) that high offline accuracy is retained, while the popularity bias
is reduced at least to some extent.

4.2 Online A/B Testing Results

The results of the online study are shown in Table 3 and Table 4. In Table 3, we
report the CTR results and the viewing-time-based success metric. Besides the
two main groups, ALS and HSEQ, we report the numbers for those cases where
the models defaulted to popularity-based recommendations because of a lack of
user data. Since this is not an additional treatment in the experiment and apply
for a certain group of users, we separate the numbers for the popularity-based
recommendations for the others. Still, we believe these numbers may represent
an interesting reference point.

Looking at the CTR values, we find that the sequence-agnostic ALS model
is leading to a better result than the sequential HSEQ model. This was quite
surprising to us, given that the ALS model was performing quite poorly in the
offline evaluation. If CTR would have been the main target measure from a
business perspective, the MRR results in the offline experiments would have
misled us in choosing the HSEQ model for production.

For the given platform, CTR is, however, not of major interest, and the fo-
cus is much more on actual viewing times, which reflect engagement and which

8 Higher APS and Gini Index values indicate stronger popularity bias.
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Table 3. Online evaluation – Click-Through Rate (CTR) and Viewing Rate (V).

Model CTR↑ V@1min↑ V@3min↑ V@50%↑
ALS 0.0173 0.3554 0.3063 0.2421
HSEQ 0.0165 0.3837 0.3364 0.2669

POP 0.0178 0.2910 0.2462 0.1918

are assumed to be an indicator for satisfaction and continued use of the service.
In terms of viewing times, the HSEQ model is in fact more effective than the
ALS model. The increases are substantial: for the most relevant v@50% metric,
we observe an increase in viewing times of about 10%. For comparison, recom-
mending popular items in an unpersonalized way leads to a substantial drop in
viewing times, even when compared to the ALS model.9

Table 4. Online evaluation – Popularity (APS), Coverage, Gini Index

Model APS↓ Cov↑ Gini↓
ALS 0.1795 0.1070 0.8275
HSEQ 0.2040 0.0908 0.9038

POP 0.2912 0.0188 0.9875

The popularity, coverage and Gini results in Table 4 are rather unsurprising.
The HSEQ model has a stronger tendency than the ALS model to recommend
more popular items in general, as expected from the offline experiment. In terms
of coverage, the difference between the models is small, with the ALS model
covering a slightly larger fraction of the item space. In addition, the ALS model
also leads to lower Gini values, which is in line with the slightly higher cover-
age. recommendation. We observe that the Gini Index values are lower for both
models than in the offline experiments. 10

5 Discussion

Implications Overall, our results show that sequential recommendation models—
even when implemented in a relatively simple form—can effectively help users
find relevant content. This is evidenced through the increased viewing times that

9 We would like to point out that this comparison needs to be taken with a grain of
salt, because new users might generally watch less than returning ones.

10 The absolute differences are generally small, but we point out that Gini index values
for recommendation algorithms usually only cover a small part of the theoretical 0-1
range [18].
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we observed in our study. The proposed hybrid approach furthermore allows us—
through the weight factor—to strike a balance between recommendations that
are appealing to a larger fraction of the audience and recommendations of less
popular items to support the discovery of novel items for users.

The good results of the ALS model in terms of CTR are arguably surprising,
given the poor performance of the model in the offline experiments. On the one
hand, this can be yet another example of a discrepancy between offline and online
testing of a recommender system, proving classic offline evaluation unreliable.
On the other hand, the results can be interpreted as an additional evidence
that the use of the CTR as an optimization target must be well justified [21],
and that higher CTR values may not correlate with the usefulness of the service.
Namely, CTR can point towards engaging recommendations, but not necessarily
accurate and relevant ones. Our interpretation for the observed findings is that
the recommendations by the ALS model (and by the popularity-based technique)
raised the users’ interest, and they frequently explored these recommendations.
However, it then apparently turned out that these recommendations were not
as relevant for the users as those provided by the HSEQ model. Generally, like
in search and information retrieval, it is important to understand the possible
meanings of high CTR values for a given application. Did users explore many
items because they were all considered interesting; or did they explore several
items because they were not immediately finding what they are looking for? Is
the goal of the recommendation to provide items for exploration or allow the
user to reach the relevant content with fewest clicks possible?

We also emphasize the need for thorough and detailed evaluations with mul-
tiple metrics in different dimensions and recommendation qualities [45]. Given
our results, there is no clear winner model across the examined metrics. The MC
model led to the best accuracy results in the offline testing and the ALS and
HSEQ models are competing in online accuracy depending on whether CTR
or viewing rates prioritized. At the same time, the ALS model was the least
popularity biased. It is therefore of utmost importance to carefully evaluate and
understand what metric should be prioritized for deployment, as there is often a
trade-off between different recommendation qualities. Moreover, the benefits of
emphasizing certain qualities like the novelty of the recommendations may only
become visible when considering a longer observation horizon.

In terms of limitations, we recall that our study only lasted for 19 days.
This did not allow us to analyze such longitudinal effects of the sequential and
sequence-agnostic recommendations. We, however, believe that it is highly im-
portant to analyze the effects over longer periods of time. In the current config-
uration of the HSEQ model, the recommendations are often including relatively
popular items. In the long run, it may, however, be desirable that also lesser
known items receive more exposure through the recommendations. Similar goals
are also mentioned for the recommendation service by Netflix to increase what
they call the “effective catalog size” [10]. In such a longitudinal study, our hybrid
sequential model could be configured with different weight factors to find the op-
timal balance relevance and novelty for this application use case. Additionally,
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we acknowledge that other baselines could be used in the A/B test, however, in-
volving real-life streaming platform involves certain restrictions and limitations,
thus we operated with ALS as a baseline since it has been successfully used by
the company for several years. Real-life studies on industry platforms tend to
have additional costs and limitations when it comes to implementing further
baselines for comparison, and it is up to the business to decide whether it is a
worthy trade-off. Last but not least, real-life studies often suffer from additional
limitations such as setup restrictions, which can potentially hinder the general-
izability of the observed results. Certain distinct features of the platform, such
as user interface, user base, demographics, and many others can have their own
influence on the observations and affect the transferability of the results. How-
ever, we believe that our observations did not suffer strongly from such effects
and the results are possible to reproduce to a certain extent at least within the
same application domain.

Related Studies and Findings Some of the observations made in our present
study are in line with insights from earlier field tests. The problem of the some-
times limited alignment of the results obtained in offline experiments with rel-
evant business metrics in online tests is mentioned in a number of papers, as
discussed in more depth earlier. Furthermore, the fact that some algorithms are
well suited to raise the users’ interest and attention, as measured through the
CTR, but which do not lead to increased business value was reported previously,
for example, in [15]. In that study, some of the algorithms that were compared
in an A/B test have been successful in enticing users to inspect various mobile
games and download free demo versions. However, these were not the algorithms
that ultimately led to the best business value in terms of increased sales. Sim-
ilarly, in our present study we found that models with a high CTR value were
not optimal in terms of the more important viewing times metric.

Another finding of our offline-online comparison was that the ALS model was
performing very poorly in the offline test. In the online study, the gap between the
sequential model and the ALS model was, however, much smaller, and the ALS
model even led to higher click-through-rates. This again points to the problem
that it remains difficult to predict the utility or value of a set of recommendations
for end users from accuracy metrics in offline evaluations. A related finding was
reported [32], where the music recommendations returned by Spotify’s API were
performing very poorly in an offline comparison. In a subsequent user study,
however, the recommendations by Spotify were considered largely relevant and
particularly useful for discovery. These outcomes should encourage researchers to
combine not only various metrics in an evaluation, but to also explore alternative
evaluation methods for more robust and interpretable results.

6 Conclusion

Academic research in the area of recommender systems is challenged by the fact
that scholars usually do not have access to a real-world system. This, in turn,
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leads to a certain over-reliance on offline experiments and abstract, application-
independent computational measures. With this work, we aim to contribute to
the body of evidence about the effectiveness of certain approaches—in our case
sequential models—in practice and in terms of relevant business metrics.

In our future work, we plan to study alternative models from the academic
literature without the restrictions from the industry platform requirements. This
includes both modern deep learning techniques that have proven to be effective
in such tasks, and also simpler, lightweight models that still remain competi-
tive in the field [38] and may have a lower negative environmental impact [43].
Despite possible limitations that were discussed earlier, another potential area
for future work will lie in the exploration of other evaluation techniques such
as counterfactual estimation. In addition, running an extended A/B test for a
longer period of time in the future shall help us obtain a deeper understand-
ing of potential longitudinal effects of the deployed methods and will allow us
to observe whether the observed metrics change over time. Last but not least,
repeating the described field study in other application domains will help us
understand to what extent our observations are generalizable.
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