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Abstract Point of Interest (POI) recommender sys-

tems for location-based social networks, such as Four-

square or Yelp, have gained tremendous popularity in

the past few years. Much work has been dedicated to

improving recommendation services in such systems by

integrating different features (e.g., time or geographic

location) that are assumed to have an impact on peo-

ple’s choices for POIs. Yet, little effort has been made to

incorporate or even understand the impact of weather

on user decisions regarding certain POIs. In this paper,

we contribute to this area of research by presenting the

novel results of a study that aims to recommend POIs

based on weather data. To this end, we have expanded

the state-of-the-art Rank-GeoFM POI recommender al-

gorithm to include additional weather-related features

such as temperature, cloud cover, humidity and pre-
cipitation intensity. We show that using weather data

not only significantly improves the recommendation ac-

curacy in comparison to the original method, but also

outperforms its time-based variant. Furthermore, we in-

vestigate the magnitude of the impact of each feature

on the recommendation quality. Our research clearly

shows the need to study weather context in more detail

in light of POI recommendation systems. This study is

relevant for researchers working on recommender sys-
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tems in general, but in particular for researchers and

system engineers working on POI recommender systems

in the tourism domain.

Keywords POI Recommender Systems; Location-

based Services; Weather Context

1 Introduction

Location-based social networks (LBSNs) are online ser-

vices that enable users to check-in and share places

and relevant content such as photos, tips and comments

with other users. This may help other users to explore

novel and interesting places that they may not have

been to before. LBSNs are now an essential tool for any

tourist or traveler around the world who goes on holi-

day to explore a city, interesting sights or places [3,12].

Foursquare1, for example, is a popular LBSN with mil-

lions of subscribers making millions of check-ins every-

day all over the world2. This vast amount of check-in

data, publicly available through the data access API of

Foursquare, has inspired many researchers to investi-

gate human mobility patterns with the aim of assisting

users by means of personalized POI (point of interest)

recommendation services in order to find new, interest-

ing and relevant places [31,32].

Most of the current approaches to POI recommen-

dation exploit three main aspects of the data, namely,

social, time and geo-location [7,18,31]. Although these

approaches work reasonably well, surprisingly little at-

tention has yet been paid to weather, a factor (aka con-

text) that plays an important role in our daily activ-

ities [14] and in areas such as tourism [5, 6]. As such,

1 https://Foursquare.com/
2 https://Foursquare.com/infographics/10million
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weather also plays a potentially important role in the

context of POI recommendation services. For example,

if it is raining at a certain place and time, people may

prefer to visit indoor POIs rather than outdoor POIs.

Thus, not taking the weather into consideration may

lead to recommendations that will very likely displease

users.

In this paper, which is an extended and updated

version of a paper [26] presented at the Workshop on

Recommenders in Tourism (RecTour) 2016 [9], we focus

on investigating the utility of weather context in order

to improve the current state-of-the-art in POI recom-

mender systems. To drive our research, the following

four research questions were defined:

– RQ1. To what extent does the weather context im-

pact the check-in behaviour of users in Foursquare?

– RQ2. Is it possible to extend and improve a current

state-of-the-art POI recommendation model by ex-

ploiting weather features?

– RQ3. How does the model perform in comparison

to other methods and which of the weather features

investigated provides the highest accuracy gain?

To answer these questions, we take the following

steps: (i) we analyze check-in data from Foursquare, one

of the largest location-based social network services on

the Web, and show that weather may indeed have an

impact on user check-in behaviour; (ii) we introduce a

weather-aware POI recommender model (WPOI) that

is based on an existing POI recommendation approach

considered to be state-of-the-art in the field; and (iii)

we perform a set of offline experiments in four different

cities in the US to evaluate how our approach performs

in comparison to the original model and other state-of-

the-art recommender approaches. This work contributes

to the tourism recommender systems literature by in-

vestigating in detail the extent to which weather fea-

tures impact user check-in behaviour on Foursquare and

how these features perform in the context of a POI rec-

ommender system.

The paper is structured as follows: in Section 2 we

highlight relevant related work in the field, while Sec-

tion 3 introduces the dataset we used for our study. Sub-

sequently, Section 4 presents results from our empirical

analysis, while Section 5 introduces WPOI, a weather-

aware POI recommender method based on Rank-GeoFM.

Thereafter, Section 6 shows how the model performs

compared to other POI recommender methods. Finally,

Section 7 discusses the findings and limitations and Sec-

tion 8 concludes the paper with a summary of our main

findings.

2 Related Work

With the advent of LBSNs, POI recommendation rapidly

became an active area of research within the recom-

mender systems, machine learning and Geographic In-

formation Systems research communities [2]. Most of

the existing research in this area exploits some sort of

combination between some (or all) of the following data

sources: check-in history, social relations (e.g., friend-

ship relations), time and geographic positions [1, 7, 8,

11,18,23,31]. While these different sources of data, also

called context information, affect user decisions about

visiting a POI in different ways, weather data, which,

according to common sense and related studies, may

have a great influence on this decision, is still rarely

used.

One example of such an investigation is the work

of Horanont et al. [14], who conducted an analysis of

GPS traces of 31, 855 mobile users in the grand Tokyo

area (collected between 2010-2011). In particular, they

studied patterns of places that users visited and the

amount of time that they spent there, correlating these

patterns to different weather conditions. Among other

things, they found that temperature had a significant

effect on how long people spent at a certain location. In

detail, they found that people were more likely to stay

longer at restaurants, eateries or other food stores as

well as retail and shopping areas when the weather was

very cold or when conditions were calm (non-windy).

They also found that the effect of weather on daily ac-

tivities was not uniformly distributed across different

geographical areas. Accessibility to trains severely af-

fected people’s choice of activities, since the farther the

person lived from a train station, the more particular

weather conditions affected their activities.

Another interesting aspect of the effect of weather

on human activities is related to human mobility un-

der different types of disasters. Different studies [27–

29] have examined the perturbations caused in human

mobility by disasters such as typhoons, winter storms

and thunderstorms. Interestingly, most of them show

that the distribution of human mobility (in terms of

travel distances) under these circumstances keeps be-

ing power-law or truncated power-law. In the case of

the study of mobility during Hurricane Sandy in New

York City in 2012 [27], for example, Wang and Tay-

lor showed that the people’s trajectories during a dis-

aster (measured by center of mass and radius of gyra-

tion) were indeed affected by the disaster, but remained

highly correlated with their normal trajectories.

Using weather information to personalize services

or systems has been studied in the past, however, these

studies lack details on evaluation. Martin et al. [20] pro-
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poses a mobile application architecture that considers

the use of weather data to personalize a geo-coding mo-

bile service. However, the quality of the approach is

not evident from their work since no evaluation is pre-

sented. A similar contribution was made by Meehan et

al. [21], who proposes a hybrid recommender system

based on time, weather and media sentiment when in-

troducing the VISIT mobile tourism recommender. Un-

fortunately, again, neither implementation details the

approach, nor is an evaluation presented in their work.

Among the few works that have actually used weather

features in the recommendation pipeline and also pre-

sented an evaluation of the system are the two papers of

Braunhofer et al. [5,6], who introduces a recommender

system designed to run in mobile applications for rec-

ommending touristic POIs in Italy. The authors con-

ducted an online study with 54 users and found that

recommendations that take weather information into

consideration were indeed able to increase user satis-

faction. Compared to this study, our implementation is

based on a more recent state-of-the-art POI recommen-

dation model. Furthermore, we provide details about

which weather features contribute most to the model

performance and also provide results of an exploratory

data analysis that shows to what extent weather affects

human check-in behaviour in cities.

In summary, we know little about how weather fea-

tures could be useful in the context of POI recom-

mender systems. The current state-of-the-art mostly

exploits check-in history, social relations, time and geo-

locations. Moreover, we know little about which weather

features can be exploited in a POI recommender sce-

nario or how much they can improve the accuracy of

a state-of-the-art POI recommendation model. This is

exactly the gap the present article is trying to fill by (i)

presenting a weather-aware POI recommender model

and (ii) a large-scale offline study showing how POI

recommenders can profit from weather data.

3 Dataset

To address our research questions, we made use of a

Foursquare dataset that was obtained from Yang et

al. [30]. The dataset was crawled from April 2012 to

September 2013 and comprises over 33 million check-

ins from over 200,000 users all over the world. In detail,

the dataset contains the following information: User ID

(anonymized), Venue (Latitude, Longitude, Foursquare

Category, Country code) and UTC check-in time. In ad-

dition to this, an extra table is available in the dataset

that contains, for POIs of type ‘city’, the following in-

formation: City name, Latitude (of City center), Longi-

Table 1: Basic statistics of the dataset used in the em-

pirical data analysis.

Statistic Original Pruned

Num. Check-ins 33,278,683 3,545,288
Num. POIs 3,680,126 501,415
Num. Users 266,909 50,812
Num. Cities 415 60
Num. Countries 77 1

tude (of City center), Country code, Country name and

City type (e.g., national capital, provincial capital).

For the purpose of our research, which deals with

the problem of recommending useful POIs to people in

cities based on the current weather context, we selected

only POIs in cities and only those present in the US.

This reduced the original dataset to approximately 3

million check-ins across 60 cities made by around 50,000

users in 765 distinct categories. Table 1 provides an

overview of the basic statistics in our dataset.

Concerning the process of collecting weather con-

text information, the weather API named forecast.io

(recently renamed to Dark Sky API3) was used. For

the purposes of our research, we obtained eight weather

context features provided by the API, namely, ‘cloud

cover’, ‘visibility’, ‘moonphase’, ‘precipitation intensity’,

‘pressure’, ‘temperature’, ‘humidity’ and ‘wind speed’.

This kind of information was collected for all (time,

POI) tuples present in our dataset. Table 2 provides a

more detailed overview of the weather data used in our

study and their ranges according to the check-ins in the

Foursquare dataset.

In order to query the weather information of a cer-
tain POI at (latitude, longitude, time), the following

API call can be used

https://api.darksky.net/.../[latitude],[longitude],[time]

, wherein one can distinguish between the forecast and

the actual weather conditions at that certain place and

time. For our study, we relied on actual weather con-

ditions rather than on forecast data. One might argue

that this is a limitation of this work, as people often

plan their trips in advance by looking at the weather

forecast for a particular day. However, as is also well

known, forecasts are not always reliable and weather

conditions can change rapidly. As such, people need to

adjust their plans accordingly and, thus, other alterna-

tives may be considered. Investigating in more detail

how long in advance people plan their trips to cities is

an interesting research question, however, it is beyond

the scope of this paper. The idea of this study is to

3 https://darksky.net/dev



4 Christoph Trattner et al.

0 2 4 6 8 10 12 14 16
Visibility

0.00

0.05

0.10

0.15

0.20

0.25

0.30

0.35
P

ro
ba

bi
lit

y 
D

en
si

ty
 σ = 3.88 µ = 12.02 Data

(a) Visibility

0 5 10 15 20 25 30 35
Precip intensity

0.0

0.2

0.4

0.6

0.8

1.0

1.2

P
ro

ba
bi

lit
y 

D
en

si
ty

 σ = 1.49 µ = 0.83 Data

(b) Precip. intensity

0.0 0.2 0.4 0.6 0.8 1.0
Humidity

0.0

0.5

1.0

1.5

2.0

P
ro

ba
bi

lit
y 

D
en

si
ty

 σ = 0.21 µ = 0.6 Data

(c) Humidity

0.0 0.2 0.4 0.6 0.8 1.0
Cloud cover

0.0

0.5

1.0

1.5

2.0

2.5

P
ro

ba
bi

lit
y 

D
en

si
ty

 σ = 0.35 µ = 0.47 Data

(d) Cloud cover

970 980 990 1000 1010 1020 1030 1040 1050
Pressure

0.00

0.01

0.02

0.03

0.04

0.05

0.06

0.07

P
ro

ba
bi

lit
y 

D
en

si
ty

 σ = 6.45 µ = 1015.99 Data

(e) Pressure

0 2 4 6 8 10 12 14 16 18
Wind speed

0.00

0.05

0.10

0.15

0.20

0.25

P
ro

ba
bi

lit
y 

D
en

si
ty

 σ = 2.05 µ = 3.71 Data

(f) Windspeed

30 20 10 0 10 20 30 40 50
Temperature

0.000

0.005

0.010

0.015

0.020

0.025

0.030

0.035

0.040

0.045

P
ro

ba
bi

lit
y 

D
en

si
ty

 σ = 9.36 µ = 16.69 Data

(g) Temperature

0.0 0.2 0.4 0.6 0.8 1.0
Moonphase

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

P
ro

ba
bi

lit
y 

D
en

si
ty

 σ = 0.29 µ = 0.53 Data

(h) Moonphase

Fig. 1: Check-in distributions over the eight weather features. As shown, there are observable differences between

the distributions. While some closely resemble a normal distribution (see ‘pressure’ for instance), others are more

skewed or appear to be more uniformly distributed (see ‘moonphase’ for instance).
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Table 2: The different weather features used in this work and their properties.

Feature Properties Range (Min. - Max.)

Visibility Value representing the average visibility in kilome-
ters capped at 16,09.

0km− 16, 09km

Precip. intensity Precipitation intensity measured in milimeters of liq-
uid water/hour.

0mm/h− 34, 29mm/h

Humidity Value between 0 and 1 representing the “Percentage
relative humidity” is defined as the partial pressure
of water vapor in air divided by the vapor pressure
of water at the given temperature.

0, 02φ− 1, 00φ

Cloud cover Value between 0 and 1 displaying the percentage of
the sky covered by clouds.

0− 1

Pressure Atmospheric pressure measured in hectopascals. 957, 11hPa− 1046, 05hPa

Wind speed Wind speed measured in meters/second. 0m/s− 19, 13m/s.

Temperature Temperature measured in degree Celsius. −24, 48◦ − 46, 58◦

Moonphase Value from 0 to 1 representing the range between
new moon and full moon

0− 1

Table 3: Basic statistics (Mean, Median, 1st and 3rd Quartile) of the eight weather features investigated as shown

in Figure 1.

Feature Mean Median 1st Quartile 3rd Quartile

Visibility 14.87 16.09 15.03 16.09
Precip. intensity 0.08 0 0 0
Humidity 0.65 0.67 0.49 0.82
Cloud cover 0.44 0.31 0.05 0.75
Pressure 1016.20 1016.11 1012.2 1020.21
Windspeed 3.31 2.99 2.02 4.28
Temperature 16.26 17.48 9.34 23.84
Moonphase 0.52 0.53 0.26 0.78

show that there is a correlation between weather con-

text and user check-in behaviour and that this signal

can be used for the purpose of improving the quality of

POI recommendations for people considering the actual

weather conditions of a POI.

4 RQ1: Impact of the Weather Context on the

User Check-in Behaviour

To show the extent to which weather features might

have an impact on user check-in behaviour, a set of

exploratory data analyses were performed. Within this

section we present an analysis of: a) the distribution

of weather features; b) the correlation between weather

features; c) the distance distribution of pairs of check-

ins in respect to different weather contexts; d) check-

in distribution by POI category in respect to different

weather contexts; and e) city-wise weather features.

Distribution Analysis of Weather Features. Figure 1 presents

the distribution of check-ins for each of the eight weather

features analyzed. As one can see from the plots, the re-

spective distribution for ‘pressure’, ‘temperature’, ‘hu-

midity’ and ‘wind speed’ resembles a normal distribu-

tion (see also the red-coloured curves that represent a

superimposed Gaussian distribution over the empirical

distribution). Unlike these four features, the distribu-
tion of ‘precipitation intensity’ is very skewed, showing

that users have a strong preference towards checking

into places where the ‘precipitation intensity’ is low

(i.e., it is not raining). The opposite is observed for

‘visibility’, where users check-in more when visibility

is high. This makes sense considering that precipita-

tion (as well as cloud cover) diminishes visibility. The

weather feature ‘cloud cover’ has an interesting distri-

bution, where check-ins are more likely where very low

and very high values occur at the same time, especially

considering that different POIs are more or less popular

depending on the season (see Figure 2, showing the sea-

sonal check-in probabilities of some popular and repre-

sentative sub-categories out of the total of 765 distinct

categories present in the Foursquare dataset). Finally,

‘moonphase’ displays, comparatively, a more uniform

distribution than the other features, although marginal

differences can still be observed between the minimum

and maximum values.
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Fig. 2: Seasonal check-in probabilities of some popular and representative sub-categories. “All Categories” is used

as a ground truth and displays the probabilities of the whole Foursquare dataset. As shown in the “All Categories”

histogram, most check-ins happen during spring time over the course of a year. Furthermore, the plot reveals some

interesting check-in patterns for categories such as “Ski Area” and “Austrian Restaurant” that are significantly

more popular during winter time than the rest of the year.

The exact mean, median, minimum and maximum
values for these eight weather features/distributions can

be found in Table 2 and Table 3.

Pairwise Correlation Analysis of Weather Features.

Evaluating a recommender system is typically a compu-

tationally intensive task, especially when huge amounts

of data points and features need to be considered at

the same time. It is, therefore, advisable to begin with

building and evaluating a recommender system model

that simultaneously operates on a smaller feature set

and fewer data points. According to Hall [13], “A good

feature subset is one that contains features highly cor-

related with (predictive of) the class, yet uncorrelated

with (not predictive of) each other.” That means that

if there are two features that highly correlate with each

other, it is possible to eliminate one of them, because

there is no additional information added when keep-

ing both of them. Furthermore, some classifiers such

as the Näıve Bayes decrease their performance when

the features are correlated. For this experiment, a pair-

wise Pearson correlation (ρ) was calculated between the

eight weather features.

Figure 3 shows some very reasonable correlations

between the investigated features. For instance, there

is a strong negative correlation (ρ = −0.77) between

‘visibility’ and ‘humidity’ that describes the natural

weather phenomenon in which high humidity blurs vis-

ibility. The negative correlation (ρ = −0.67) between

‘cloud cover’ and ‘visibility’ also shows the negative

impact of clouds on visibility. Of particular interest is

the negative correlation between relative ‘humidity’ and

‘temperature’ (ρ = −0.99), which reflects the fact that

relative humidity represents the saturation of moisture

in the air and cold air does not need that much moisture

to be saturated. Yet another interesting high positive

correlation exists between ‘windspeed’ and ‘tempera-

ture’ (ρ = 0.93), which leads to the assumption that

the foehn effect took place, culminating in a concur-

rent high wind speed and high temperatures. Finally,



Investigating the Utility of the Weather Context for Point of Interest Recommendations 7

V
is

ib
ili

ty

P
re

ci
p 

in
te

ns
ity

H
um

id
ity

C
lo

ud
 c

ov
er

P
re

ss
ur

e

W
in

ds
pe

ed

T
em

pe
ra

tu
re

M
oo

np
ha

se

Visibility

Precip intensity

Humidity

Cloud cover

Pressure

Windspeed

Temperature

Moonphase

0.29
*

0.77
***

0.67
***

0.38
***

0.56
***

0.77
***

0.42
***

0.33
**

0.28
*

0.36
***

0.22 0.28
*

0.08

0.29
*

0.28
*

0.93
***

0.99
***

0.15

0.22 0.021 0.3
*

0.23

0.25
.

0.34
**

0.16

0.93
***

0.088

0.13
1.0

0.8

0.6

0.4

0.2

0.0

0.2

0.4

0.6

0.8

1.0

Fig. 3: Correlation matrix (Pearson) for the eight weather features (*p < 0.05, **p < 0.01, ***p < 0.001). The

lower left of the plot shows on a general level to what extent the features are correlated, while the upper-right part

shows actual numbers and the asterisks show whether this effect is also significant. The gradient bar to the right
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we observe a strong negative correlation between the

‘moonphase’ and the ‘visibility’ features (ρ = −0.42),

which we did not expect to find. In recent research,

Kohyama et al. [16] found a relationship between the

‘moonphase’, ‘tidal variation’, ‘humidity’ and ‘rainfall’.

In particular, by extensive analysis of 15 years of weather

data by NASA and Japan Aerospace Agency, they found

that when the moon is overhead, its gravitational force

attracts Earth’s atmosphere, which increases pressure

(atmosphere’s weight) in that part of the planet. This

phenomenon then increases temperature and, conse-

quently, the capacity to hold moisture goes up. In his

own words, Kohyama explains: “Relative humidity af-

fects rain, because lower humidity is less favorable for

precipitation”. Although further analysis should be per-

formed to establish a link between our study and theirs,

it might be the case that the ‘moonphase’ feature will

turn out to be more important than expected as a con-

textual variable for POI recommendation.

In summary, this correlation analysis provides sev-

eral insights that may be useful for informing the design

of effective techniques for fully exploiting weather infor-

mation in POI recommender systems.

Check-in Distance Analysis. In order to find out whether

or not weather also has an impact on people’s travels,

we performed an experiment in which we had a closer

look at the travel distance distributions regarding dif-

ferent weather characteristics. As shown in our previ-

ous work [19], travel distance is an important feature

in a location recommendation scenario. Typically, peo-

ple prefer to go to places that are closer to their cur-

rent location or to those previously checked into than

those farther away. For this reason, we calculated the

geographic distances of any pair of check-ins for each

user in our experimental dataset and plotted the dis-

tributions on a log-log scale with a maximum distance

between two POIs of 100km.

Figure 4 shows the results of this analysis by filtering

the distributions in terms of lower and higher weather

feature values (above or below the mean) in the target

POI. As presented, the plots follow a power law distri-

bution in the range between 1 and 10 kilometres (i.e.,

the distributions follow a straight line).

What is also highlighted in the plots is that there

are features such as ‘moonphase’ or ‘pressure’ that do

not show observable differences between the two applied

filters, while the rest of the features do show greater dif-

ferences in distribution. This indicates that these fea-
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Fig. 4: Check-in probabilities in respect to travel distance under different weather conditions. While ‘pressure’

and ‘moonphase’ do not show a high impact on the travel distance at extreme conditions, the other features

do. The insignificant influence of ‘precipitation intensity’ was unexpected. Nevertheless, a p-value (Kruskal-Wallis

test) smaller than .001 for all eight weather features proves a statistically significant difference between the two

distributions in the plots.
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Fig. 5: Means for the eight weather features (sorted) in the context of the top-120 categories in the Foursquare

dataset. As presented, there are observable differences between the categories, implying that certain categories

are checked into under certain weather conditions. Furthermore, a Kruskal-Wallis test confirms that all eight

distributions are not drawn from a uniform distribution (p < .001).
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Fig. 6: Examples of check-in distributions over different categories in Foursquare. On the left hand side, places

where people check-in at lower temperatures are shown vs on the right, where higher temperature places are

featured.

tures may have a higher impact when considering travel

distance and weather at the same time in a POI recom-

mender scenario. Nevertheless, a Kolmogorow-Smirnow-

Test with p < .001 shows that all eight distributions are

significantly different when compared to one another.

POI Category Analysis. Yet another interesting sub-

question regarding RQ1 is whether or not it is possi-

ble to find a link between the category of POIs visited

by users and weather conditions. To investigate this in

more detail, we had a closer look at the Foursquare cat-

egory tree and how people check into these categories

under different weather conditions. Figure 5 shows the

results of this investigation by presenting the top-120

categories measured in terms of number of check-ins

that have been checked into at least 5, 000 times. Due

to space limitations, the actual category names are not

shown. As presented, there are observable differences

between how people check into categories. The values

shown are means over the eight weather features inves-

tigated in the context of the categories. The hulls in the

plots further denote that the standard errors are rather

small. A Kruskal-Wallis test also confirms that all eight

distributions are not drawn from a uniform distribution

(p < .001). Hence, certain categories are checked into

under certain weather conditions.

It is interesting to point out that even the ‘moon-

phase’ feature shows some differences here. To have a

better understanding of these trends, we also looked

further into the sub-category level for the 60 cities in

our dataset. Figure 6 shows an excerpt of the former

investigation by presenting four plots of different POI

types and certain trends that are observable, no matter

in which city the POIs occur. A different observation

can be made when looking at Figure 7, which presents

an example of the POI category ‘Beach’ in four dif-

ferent places and their respective check-in temperature

distributions.

In summary, we can confirm that many of these pat-

terns are observable when inspecting a sub-set of the

data and that relationships exist between the different

types of POIs and certain weather conditions.
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Fig. 7: The distributions of the category “Beach” shows the diverse behaviour of people in different cities. While

people in Boston already go to the beach at lower temperatures as well as when it is hot, people in Minneapolis

typically go to the beach at higher temperatures.

Feature Analysis at City Context. Figure 8 shows how

the weather features vary in each city in the Foursquare

dataset. Variability is expressed here through standard

deviation. To obtain a variability score for each city,

we obtained a mean weather feature score for each POI

in the city (calculated over the user check-ins and cor-

responding weather conditions) and used this value to

calculate the standard deviations. Northern and south-

ern cities were classified manually by investigating their

latitude positions using Google Maps and Google’s Geo

location API.

It is interesting to note that with the exception of

‘moonphase’, all features present a dependency regard-

ing the city where they are measured, indicating that a

recommender model employing the same weather fea-

tures may work differently in different regions. This

is also confirmed by a Kruskal-Wallis test that shows

significant differences (p < .001) when performed on

each of the weather features except for the ‘moonphase’

feature. Moreover, our analysis shows that there is a

higher variability in the northern states of the US and
a very low variability in the southern ones, with Hon-

olulu showing the lowest variability in general (i.e., it

is easy to find it to the left side of the x-axis in many

plots, such as ‘temperature’ and ‘humidity’).

Summary. Following this analysis, we can confidently

state that there is indeed a relationship between weather

conditions and the check-in behaviour of Foursquare

users. Our analysis clearly shows that weather features

vary in their distribution and that there are several fea-

tures that are highly correlated with each other. Fur-

thermore, we find that travel distance is also affected by

weather conditions and some POI categories are mostly

visited under specific weather conditions. Finally, we

find that the weather features investigated vary across

cities in the US, hinting towards the need to employ

different weather features for different cities.
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Fig. 8: Weather feature variability (sorted) measured via standard deviation over cities. Left: cities with the lowest

variability. Right: cities with the highest variability.
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5 RQ2: A Weather-Aware POI

Recommendation Model

The previous section provided proof that weather infor-

mation does indeed have a correlation with the check-in

behaviour of Foursquare users and, hence, may yield a

positive impact on POI recommendations. In this sec-

tion, we describe how we exploit this information in or-

der to improve the quality of POI recommendations.

As mentioned in Section 2, several studies have ap-

peared that propose different approaches to this prob-

lem. Among those, the Rank-GeoFM [18] model ap-

pears to be one of the most interesting, given that it has

proven to provide more accurate recommendations than

several other strong baselines. Moreover, it is flexible

enough to allow an easy incorporation of additional con-

textual data. Therefore, we have decided to build our

solution on top of Rank-GeoFM by outfitting it with

weather features. Rank-GeoFM is based on matrix fac-

torization with stochastic gradient descent (SGD) [17],

an iterative approach used to learn the model parame-

ters. The original Rank-GeoFM basically exploits three

sources of input data: geographical distances between

venues, user check-in history and time. We build upon

Rank-GeoFM by incorporating weather data with the

aim of modeling its influence on the preferences of users

for venues. Table 4 presents the notation used in this

section to describe our approach.

User-Preference-Score. Rank-GeoFM is based on a MF-

based recommender for personalized ranking that mod-

els user preferences for POIs. To this end, a function

was defined to measure the incompatibility between the

predicted yul and true preference score xul represented

by the frequency of visits of user u ∈ U to location

l ∈ L. The assumption is that POI l ∈ L is preferred

over l′ ∈ L by user u ∈ U if the check-in frequency of l

is higher than the one of l′ (i.e. xul > xul′). Equation

1 measures the incompatibility between the true and

predicted rankings of POIs by the factorization model

where I(.) is the indicator function and ε is introduced

to soften the ranking incompatibility.

Incomp(yul, ε) =
∑
l′∈L

I(xul > xul′)I(yul < yul′ + ε) (1)

Notice that the incompatibility function counts the num-

ber of locations l′ ∈ L that should have been ranked

lower than l, but are falsely ranked higher by the model

and vice-versa. The overall goal is to learn the model

parameters (more details in the Learning Approach de-

scription) that minimize the ranking incompatibility

for all user-POI pairs (D1) whose check-in frequency

is greater than 0 (i.e. the set D1 defined in Table 4).

Table 4: Notation used to describe our approach.

Sym. Description

U set of users u1, u2, ..., u|U|.
L set of POIs l1, l2, ..., l|L|.
FCf set of classes for feature f .
Θ latent model parameters containing the learned weights

{L(1), L(2), L(3), U(1), U(2), F (1)} for locations, users and
weather features.

Xul matrix of dimensions |U | × |L| containing the frequency of
check-ins of users at POIs.

xul frequency of check-ins of user u in POI l (a cell in matrix
Xul in row u and column l).

Xulc tensor of dimensions |U |×|L|×|FCf | containing the check-
ins of users at POIs at a specific feature class c.

xulc frequency of check-ins of user u in POI l regarding c (a cell
in Xucl).

D1 user-POI pairs: (u, l)|xul > 0.
D2 user-POI-feature class triples: (u, l, c)|xulc > 0.
W geographical probability matrix of size |L|× |L| where wll′

contains the probability of l′ being visited after l has been
visited according to their geographical distance.

WI matrix containing the probability that a weather fea-

ture class c is influenced by feature class c′. wicc′ =
cos sim(c, c′).

Nk(l) set of k nearest neighbors of POI l. Distances are calculated
based on the geographic distances of venues.

yul the recommendation score of user u and POI l.
yulc the recommendation score of user u, POI l and weather

feature class c.
I(·) indicator function returning I(a) = 1 when a is true and 0

otherwise.
ε parameter used to soften ranking incompatibility.
γw learning rate for updates on weather latent parameters.
γg learning rate for updates on latent parameters from base

approach.
E(·) a function that turns the ranking incompatibility function

into a loss of the form E(r) =
∑r

i=1
1
i .

δucll′ function to approximate the indicator function with a

continuous sigmoid function s(a) = 1
1+exp(−a)

. δucll′ =

s(yul′c + ε− yulc)(1− s(yul′c + ε− yulc)).

b |L|n c if the nth location l′ was ranked incorrect by the model

the expactation is that overall b |L|n c locations are ranked
incorrect.

I(.) indicator function.
g, µ auxiliary variable that save partial results of the calculation

of the stochastic gradient.

Equation 2 below defines the objective function more

formally, wherein yΘul denotes the preference score pre-

diction parametrized by Θ.

Θ = arg min
Θ

∑
(u,l)∈D1

E
(
Incomp(yΘul, ε)

)
(2)

E(·) defined in Equation 3 below is a function that

converts the ranking incompatibility into a weight decay-

based loss function, i.e., E(·) represents a smooth func-

tion over the absolute number of incompatibilities.

E(r) =

{∑r
i=1

1
i if r > 0

0 otherwise
(3)

So when iterating over the set D1 (or D2) and hav-

ing already n incorrectly ranked items, the n+ 1th one

just contributes 1
n+1 to the overall loss.
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Fig. 9: Graphical explanation of the recommendation score computation.

Another contribution of Rank-GeoFM is the abil-

ity to mitigate data sparsity. The idea is to exploit the

unvisited POIs of user u since I(xul > xul′) always

amounts to true on not visited POIs l′ (whereby it al-

ways amounts to false for (u, l)|xul = 0). Therefore,

while often ignored in conventional MF algorithms, the

unvisited POIs are used as additional training data,

thus, contributing to the overall loss.

Geographical Influence Score. The next step of Rank-

GeoFM is to use the geographical distance between

pairs of locations as additional information for mod-

eling user check-in behaviour. Figure 4 shows that the

check-in distribution over distances resembles a power

law distribution and, therefore, one can assume that the

probability of visiting POI l′ decreases the farther away

l′ is from the previously visited POI l. Similar studies
from, e.g., [19], reveal the same behaviour and, hence,

the assumption of Rank-GeoFM was that nearby POIs

tend to have a higher probability of being visited. Based

on these observations, Equation 4 shows the calculated

probability of l′ being visited after l, where d(l, l′) is the

geographical distance based on the latitude and longi-

tude of l and l′ respectively. Notice that if l is not among

the k-nearest neighbors of l′ (i.e. l′ 6∈ Nk(l)), the prob-

ability wll′ is set to 0.

wll′ =

{
(0.5 + d(l, l′))−1 if l′ ∈ Nk(l)

0 otherwise
(4)

Weather Influence Score. Our model (WPOI) is sum-

marized in Figure 9. It shows that in order to recom-

mend POIs for a user, we calculate a score yulc con-

sidering user u, location l and weather context c data.

In the equation, the initial two terms are adopted from

Rank-GeoFM, which indicate user preference score and

geographical influence score. Our model WPOI adjusts

Rank-GeoFM to include two terms of weather-related

information.

In order to incorporate weather data into Rank-

GeoFM, the weather feature values needed to be dis-

cretized. This was done to reduce data sparsity. For ex-

ample, in many cases it would be hard to find check-ins

associated with very specific temperature values since

temperature is a real number. Thus, transforming con-

tinuous values of weather features (e.g., temperature)

into intervals might alleviate this problem. A mapping

function is introduced (see Equation 5) that converts

the weather features into interval bins (in this paper

also called feature classes), where |FCf | defines the size

of the bin for the current weather feature.

cf (value) =

⌊
(value−min(f))(|FCf | − 1)

max(f)−min(f)

⌋
(5)

The best results were obtained for |FCf | = 20 (found
on a validation set as described in Section 6). For exam-

ple, consider that we have temperatures ranging from

-10◦C to 10◦C. The set of classes for this feature (i.e.,

temperature) could be as follows:

– FC1 = [-10◦C, -9◦C)

– FC2 = [-9◦C, -8◦C)

– . . .

– FC20 = [9◦C, 10◦C]

Recommendation Score Computation. In order to com-

pute recommendations, a function is introduced that

calculates the recommendation score. As in conventional

MF approaches, latent model parameters are needed.

These parameters are proposed as matrices in a K di-

mensional space. For incorporating user-preference-score

into the recommendation score, the matrices U (1) ∈
R|U |×K and L(1) ∈ R|L|×K are used to model the prefer-

ences of users to specific POIs. Including the geographical-

influence-score in the model leads to the creation of the
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matrix U (2) ∈ R|U |×K that constitutes the geograph-

ical influence in the interaction between users and lo-

cations. As a last step, the extension of the algorithm

with weather context requires three more latent param-

eters. The first one is for incorporating the weather-

popularity-score, which models whether a location is

popular within a specific feature class or not and is

named L(2) ∈ R|L|×K . Furthermore, a matrix L(3) ∈
R|L|×K is introduced to model the interactions between

locations and feature classes. In other words, L(3) mod-

els the likelihood that a location will be visited given

certain weather conditions. The third latent parame-

ter F ∈ R|FCf |×K is used to parametrize the feature

classes of a specific weather feature. Additionally, a

matrix WI ∈ R|FCf |×|FCf | is used to store the proba-

bility that a weather feature class c will be influenced

by feature class c′, which is computed by Equation 6.

The intuition is borrowed from the geographic influence

modeling of Rank-GeoFM, i.e., if a location is strongly

related to a feature class, e.g., [20◦C, 22◦C], it will also

very likely be related to its neighbor feature class, e.g.,

[22◦C, 24◦C].

wicc′ =

∑
u∈U

∑
l∈L xulcxulc′√∑

u∈U
∑
l∈L x

2
ulc

√∑
u∈U

∑
l∈L x

2
ulc′

(6)

Having these latent parameters defined, the recommen-

dation score for a user u ∈ U POI l ∈ L and feature

class c ∈ C is then computed as shown in Equation 7

below

yul = u(1)
u · l

(1)
l + u(2)

u ·
∑

l′∈Nk(l)

wll′ l
(1)
l′

yulc = yul + fc · l(2)
l + l

(3)
l ·

∑
c′∈F

wicc′fc′
(7)

, wherein each multiplication is a dot product between

latent vectors of the entities that moderate the recom-

mendation score. For example, u
(1)
u · l(1)

l computes the

preference of user u for location l, while fc · l(2)
l repre-

sents the degree of influence between weather feature

class c on location l.

Learning Approach. The standard gradient descent al-

gorithm (GD) is an iterative algorithm that updates

the latent parameters in each iteration with the objec-

tive of minimizing the error function of the training

dataset [17]. In other words, the algorithm minimizes

an objective function J with parameters Θ by updat-

ing them in the negative direction of the gradient of J .

Equation 8 shows the update of the parameters with

the learning rate α for each training example x, y.

Θ = Θ − α 1

n

n∑
i=1

∇ΘJ(xi, yi, Θ) (8)

This approach is computationally intensive for large

samples since the gradient has to be computed over the

whole dataset for every update. For this reason SGD

approximates the true gradient with the gradient of

each training example and performs an update on each

training example. Equation 9 demonstrates the update

of the parameters with the simplified gradient of one

example.

Θ = Θ − α∇ΘJ(xi, yi, Θ) (9)

Although this simplification leads to a noisy representa-

tion of the gradient due to the stochastic process of ran-

domly chosen examples at each iteration, SGD should

behave like GD while having performance advantages

on large scale datasets. Asymptotic analysis in [4] has

shown that the “time to accuracy” ρ decreases from

nlog 1
p to 1

p and is, therefore, independent of sample

size n. As a result of the high update frequency, the

learning rate usually has to be a small value.

To learn the latent model parameters defined as Θ =

{L(1), L(2), L(3), U (1), L(2), F}, a learning algorithm has

to be proposed in order to find the latent parameters

that minimize a version of the objective function de-

fined in Equation 2, wherein the loss is computed for

each training triple (u, l, c) ∈ D2. The authors of [18]

state two issues for optimizing Equation 2:

– E (Incomp(yul, ε)) is not differentiable; and

– Calculating Incomp(yul, ε) is computationally in-

tensive.

Therefore, they first introduce a continuous approxi-

mation of E (Incomp(yul, ε)) by approximating the in-

dicator function I(a) with the sigmoid function s(a) =
1

1+exp(−a) , which leads to the computation of the stochas-

tic gradient of E w.r.t Θ in Equation 11 with δull′ de-

fined in Equation 10.

δull′ = s(yul′ + ε− yul)(1− s(yul′ + ε− yul) (10)

∂E(Incomp(yul, ε))

∂Θ

≈ E(Incomp(yul, ε))

∑
l′∈L I(xul > xul′)

∂s(yul′−yul)
∂Θ

Incomp(yul, ε)

= E(Incomp(yul, ε))

∑
l′∈L I(xul > xul′)δull′

Incomp(yul, ε)

(11)

The computation of Incomp(yul, ε) is still very intense.

For this reason, a fast learning scheme is employed that

estimates Incomp(yulc, ε) by means of sampling. Since

just incorrectly-ranked POIs contribute to the loss, the

idea is to sample POIs and calculate incompatibility
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until the first POI is incorrectly ranked, with n being

the number of sampled POIs at this point. The gra-

dient for one incorrectly ranked POI is then denoted

in Equation 12, which approximates Equation 11 and

disperses the summation.

∂E

∂Θ
= E(Incomp(yul, ε))δull′

∂(yul′ + ε− yul)
∂Θ

(12)

Then n is the number of sampled POIs before the in-

correct one and 1
Incomp(yul,ε)

the chance of each POI

to be the incorrect one. The more incorrect POIs ex-

ist, the higher n will be on average. Therefore, it can

be assumed that n follows a geometric distribution de-

pendent on parameter p = Incomp(yul,ε)
|L| . Using the fact

that the expectation of a geometrical distribution with

parameter p = 1
p and n ≈

⌊
1
p

⌋
=
⌊

|L|
Incomp(yul,ε)

⌋
, the in-

comp. function can be estimated with Incomp(yul, ε) ≈⌊
|L|
n

⌋
, leading to the computation of the gradient of one

incorrectly-ranked POI as shown in Equation 13.

∂E

∂Θ
≈ E

(⌊
|L|
n

⌋)
δull′

∂(yul′ + ε− yul)
∂Θ

(13)

This estimation follows the intuition that if, for exam-

ple, the third POI was ranked incorrectly, it is expected

that Incomp(yul, ε) = |L|
3 . Using γ as the learning rate,

the update of the parameters Θ is then calculated as

follows:

Θ ← Θ − γ ∂E
∂Θ

(14)

Using the estimation of the incompatibility func-

tion, it turns out that the complexity reduces from

O(K|L|k) to O(Knk), whereby n will be very small

in the beginning, because the parameters are not well

fitted to the training data and an incorrect POI will be

obtained very quickly. It will then grow a bit during the

training process. Nevertheless, it is not expected that

every item will be ranked correctly, so n will be still

smaller than |L| when the algorithm converges.

To avoid overfitting, the authors added a constraint

to the adjustment of the latent factors at each step of

the learning process. They introduced a hyperparame-

ter C that regularizes the magnitude of the latent fac-

tors as shown in equations 15-20. Additionally, the regu-

larization terms for geographical influence and weather

context influence are kept in a smaller value αC and

βC in order to balance the contributions of these two

factors.∥∥∥u(1)
u

∥∥∥
2
≤ C −−→

reg.
u

(1)
u ← C

u(1)
u∥∥∥u(1)
u

∥∥∥
2

, u = 1, 2, ..., |U | (15)

∥∥∥u(2)
u

∥∥∥
2
≤ αC −−→

reg.
u

(2)
u ← αC

u(2)
u∥∥∥u(2)
u

∥∥∥
2

, u = 1, 2, ..., |U | (16)

Algorithm 1: WPOI

Input: check-in data D1 and D2, geographical influence
matrix W , weather influence matrix WI,
hyperparameters ε, C, α, β and learning rate γg and
γw

Output: parameters of the model

Θ = {L(1), L(2), L(3), U(1), U(2), F}
1 init: Initialize Θ with N (0, 0.01); Shuffle D1, D2 randomly
2 repeat
3 for (u, l) ∈ D1 do
4 Compute yul as Equation 7 and set n = 0
5 repeat
6 Sample a POI l′, Compute yul′ as

in Equation 7 and set n++

7 until I(xul > xul′ )I(yul < yul′ + ε) = 1 or
n > |L|

8 if I(xul > xul′ )I(yul < yul′ + ε) = 1 then

9 η = E
(⌊
|L|
n

⌋)
δull′

10 g =(∑
l∗∈Nk(l′) wll∗ l

(1)

l∗ −
∑

l+∈Nk(l) wll+ l
(1)

l+

)
11 u(1)

u ← u(1)
u − γgη(l

(1)

l′ − l
(1)
l )

12 u(2)
u ← u(2)

u − γgηg
13 l

(1)

l′ ← l
(1)

l′ − γgηu
(1)
u

14 l
(1)
l ← l

(1)
l + γgηu

(1)
u

15 end

16 end
17 for (u, l, c) ∈ D2 do
18 Compute yulc as Equation 7 and set n = 0
19 repeat
20 Sample a POI l′ and feature class

c′, Compute yul′c′ as in
Equation 7 and set n++

21 until
I(xulc > xul′c′ )I(yulc < yul′c′ + ε) = 1 or
n > |L|

22 if I(xulc > xul′c′ )I(yulc < yul′c′ + ε) = 1
then

23 η = E
(⌊
|L|
n

⌋)
δull′

24 g =(∑
c∗∈FCf

wicc∗fc∗ −
∑

c+∈FCf
wicc+fc+

)
25 fc ← fc − γwη(l

(2)

l′ − l
(2)
l )

26 l
(3)
l ← l

(3)
l − γwηg

27 l
(2)

l′ ← l
(2)

l′ − γwηfc
28 l

(2)
l ← l

(2)
l + γwηfc

29 end

30 end
31 Project updated factors to accomplish constraints

32 until convergence

33 return Θ = {L(1), L(2), L(3), U(1), U(2), F}

∥∥∥l(1)
l

∥∥∥
2
≤ C −−→

reg.
l
(1)
l ← C

l
(1)
l∥∥∥l(1)l

∥∥∥
2

, l = 1, 2, ..., |L| (17)

∥∥∥l(2)
l

∥∥∥
2
≤ βC −−→

reg.
l
(2)
l ← βC

l
(2)
l∥∥∥l(2)l

∥∥∥
2

, l = 1, 2, ..., |L| (18)

∥∥∥l(3)
l

∥∥∥
2
≤ βC −−→

reg.
l
(3)
l ← βC

l
(3)
l∥∥∥l(3)l

∥∥∥
2

, l = 1, 2, ..., |L| (19)

‖fc‖2 ≤ βC −−→reg. fc ← βC fc
‖fc‖2

, c = 1, 2, ..., |FCf | (20)
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Weather-Aware POI Recommender System (WPOI).

This paragraph describes in detail how we incorporated

the weather context into the Rank Geo-FM algorithm.

First of all, the hyperparameters have to be initialized.

As in [18], a parameter tuning for the hyperparameters

α, k, β and K was performed. As observed in [18], it

turns out that changing K does not significantly affect

the performance of the algorithm. In our experiments,

this parameter was set to 100. The size of the neighbor-

hood k showed the best results at 300.

Furthermore, tuning the regularization terms α and

β for geographical and time influence had the best ac-

curacy at .2. As shown in Algorithm 1, a loop over the

set D1 of check-ins containing each (u, l) tuple is made.

Lines 3-16 describe the original Rank Geo-FM algo-

rithm as proposed in [18], iterating over all pairs (u, l)

and adjusting the latent parameters accordingly. After

that, Lines 17-30 show the incorporation of the weather

context into the original Rank-GeoFM approach. In

order to adjust the latent parameters to the respec-

tive weather context, an iteration over all (user, venue,

feature-class) triples (u, l, c) ∈ D2 was introduced to

adjust the latent parameters on the incorrectly ranked

venues according to the specific weather context. That

has to be done because the algorithm might rank a

triple (u, l, c) correctly with no need for adjustments,

while (u, l, c′) might be ranked incorrectly, which would

involve a parameter adjustment. The modifications of

the latent parameters at each learning step are then

done according to the base algorithm. The latent pa-

rameters having the best performance on the validation-

set are then returned to be validated on the test set.

During our studies, it turned out that adjusting the la-

tent parameters of the weather context with a learning

rate γ = .0001 as used in [18] was too high and the al-

gorithm did not find the minimum. As such, we decided

to use a learning rate of γw = .00001 for the weather

context parameters, wherein a stable learning rate was

achieved as one can see in Figure 10.

6 RQ3: Investigating the Model Performance

In the previous section, we have described how we ex-

tended Rank-GeoFM to incorporate weather data. This

yielded a new model which we call WPOI. In this sec-

tion, we describe in detail how the model was evalu-

ated and how it performs in comparison to the original

model. Furthermore, we evaluate to what extent each

of the eight weather features performs and how this

compares to standard recommender algorithms.

Dataset pre-processing. In order to answer RQ1, we

have used all the collected check-in data performed in

the US. In this section, we focus our investigations on

only four cities in the US, namely, Minneapolis, Boston,

Miami and Honolulu. The reason for choosing these four

cities is the result of: (a) the observation that they had

the highest and lowest weather variability as shown in

Figure 8; (b) a decent amount of users available that

had checked into different places at least 20 times; and

(c) venues that had been checked into at least two times.

This pruning ensures that noisy POIs and users are re-

moved and data sparsity issues are reduced. The basic

statistics of this dataset are shown in Table 5.

Evaluation protocol. As evaluation protocol, we chose

the same protocol as proposed in Li et al.’s [18] work

on the original Rank-GeoFM model. Hence, we split

the dataset (according to the time line) into training,

validation and test sets for each city by adding the first

70% of the check-ins of each user to the training set,

the following 20% to the test set and the rest to the

validation set (=10%). The training set was then used

to learn the latent model parameters. During the train-

ing phase of the algorithm, the validation set was used

to tune the algorithm convergence. When convergence

was observed (typically around 3,000 – 5,000 iterations

with the fast learning scheme enabled), the training was

stopped and the learned parameters were used to eval-

uate the model on the test set.

Baseline methods. We used the original Rank-GeoFM

approach that takes into account both the check-in his-

tory of users and geographical influence as baseline.

We also compare to the time-based method of Rank-

GeoFM that was also introduced in Li et al. [18]. Fi-

nally, we also make use of classic recommender systems

models such as the Most Popular Items approach (MP),

user and item-based collaborative filtering (denoted as

UserKNN and ItemKNN) [25] and Weighted matrix fac-

torization (WRMF) [15].

Evaluation metric. At a given time stamp t and weather

condition c, a user u is just able to check into a sin-

gle POI l. Thus, we assume the more rigid scenario in

which there can only be one correct recommendation at

each recommendation request. Due to this fact, evalua-

tion over the test dataset is done for each (u, l, c) triple

separately, wherein u indicates user, l indicates loca-

tion and c indicates weather feature class. Therefore,

we chose NDCG@k (Normalized Discounted Cumula-

tive Gain) at k = 20 to measure the performance of

the recommender. NDCG is a ranking-dependent met-

ric that not only measures how many POIs can be cor-

rectly predicted, but also takes the position of the POI

in the recommended list with length k into account. The
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Table 5: Basic statistics of the pruned dataset used in the recommender evaluation experiments.

City Num. Check-Ins Num. POIs Num. Users Sparsity

Minneapolis 37,737 797 436 89.1%
Boston 42,956 1141 637 94.3%
Miami 29,222 796 410 91.0%
Honolulu 16,042 410 173 77.4%

NDCG metric is based on the Discounted Cumulative

Gain (DCG@k), which is given by [24]:

DCG@k =

|rku|∑
k=1

(
2B(k) − 1

log2(1 + k)
) (21)

, where B(k) is a function that returns 1 if the recom-

mended product at position k in the recommended list

is relevant. NDCG@k is calculated as DCG@k divided

by the ideal DCG value iDCG@k, which is the high-

est possible DCG value that can be achieved, if all of

the relevant POIs would be recommended in the cor-

rect order. Taken together, it is given by the following

Equation [24]:

NDCG@k =
1

|U |
∑
u∈U

(
DCG@k

iDCG@k
) (22)

6.1 Results

Parameter Learning. Figure 10 shows the iterative learn-

ing approach of the recommender algorithm for the city

of Boston as an example. The learning for all experi-

ments was set to γw = .00001. Depending on the size

of the city, convergence of the algorithm was accom-

plished at ≈ 3, 000 − 5, 000 iterations. Learning the

parameters for the model in Boston took around 22

hours and 5,000 iterations, whereby convergence for the

other cities was often already achieved at ≈ 3, 000 iter-

ations with only very little performance increase there-

after (differences in respect to NDCG@20 were .001 or

less). In real word applications, one will have to weigh

between performance increase and time needed to com-

pute the remaining iterations in order to possibly ob-

tain an even more accurate model. It also must be men-

tioned that the different weather features show different

learning behaviours. On the one hand, ‘precipitation in-

tensity’ in Figure 10b gains its major performance in-

crease in the first 1,000 iterations, while ‘moonphase’

in Figure 10h needs ≈ 2, 000 to reach the same level of

performance.

WPOI vs Rank-GeoFM. Figure 11 shows the results

of our offline experiment. As presented, in all cases,

Rank-GeoFM, enriched by our proposed weather fea-

tures enhancement, significantly outperforms the orig-

inal Rank-GeoFM algorithm (denoted with a dashed

red line in the plots), which answers RQ2. In detail, we

could increase the performance of the original Rank-

GeoFM method by 18-36% for Minneapolis, 40-76%

for Boston, 59-81% for Miami and 52-102% for Hon-

olulu. For all pairwise-comparisons (recommenders with

weather context vs without), a standard t-test further

confirmed that these increases in performance are also

statistically significant, p < .001.

What is even more interesting to note here is the

performance of Rank-GeoFM, which utilizes the ‘time’

feature as a contextual factor. As highlighted, in all

cases, Rank-GeoFM with weather features such as ‘visi-

bility’ and ‘precipitation intensity’ outperforms the time-

based variant, showing that indeed weather conditions

help to improve the recommendation quality.

We also highlight the fact that certain weather fea-

tures perform better than others and that this ranking

seems to be city dependent. This can be clearly ob-

served in Figure 11, which shows the results of Rank-

GeoFM for each weather feature. This answers RQ3,

showing which features provide the highest gain in rec-

ommendation quality. For example, in Honolulu, the

best performing feature is ‘precipitation intensity’, while

in Minneapolis, ‘visibility’ seems to work best among

all investigated weather features. Similar patterns can

be observed for other features such as ‘temperature’ or

‘cloud cover’, changing their relative importance across

the four cities. These observations are in line with the

results in Figure 1, showing a strong tendency of check-

ins into POIs under certain weather conditions. How-

ever, what is also interesting to note is the good per-

formance of the ‘moonphase’ feature, which appeared

to be uniformly distributed in general (see Figure 1).

Hence, it appears that at the level of locations there

is indeed a strong preference for check-ins in different

phases of the moon. Finally, the relative performance

improvement over the original Rank-GeoFM also seems

to be dependent on location. Hence, while our approach

works to a great extent better compared to the base-
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Fig. 10: Learning of the latent parameters of the WPOI model with the eight different weather features in Boston.

As presented, stable learning rates and a convergence are archived between 3,000 and 5,000 iterations.
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Fig. 11: Comparison of the eight weather features with Rank-GeoFM and Rank-GeoFM-T in the four cities. Rank-

GeoFM is outperformed by WPOI significantly. Furthermore, this analysis leads to the assumption that weather

has more impact on people living closer to the tropical zone (Miami, Honolulu) than on people living closer to the

boreal zone (Minneapolis, Boston).

line for Miami and Honolulu, the differences are less

pronounced for Minneapolis. One reason for this obser-

vation could be that there are more POIs available that

demonstrate similar weather profiles. However, to fur-

ther confirm these hypotheses, additional analyses are

needed.

WPOI vs Baselines. In addition to the previous ex-

periments, we also conducted a performance evaluation

against some well-known and classic recommender al-

gorithms. Further comparisons with other baselines can

also be found in the original Rank-GeoFM paper. The

results of this experiment are shown in Figure 12. As

highlighted in all cases, WPOI outperforms the other

methods significantly (pairwise comparison with a stan-

dard t-test and Bonferroni correction shows that this

is statistically significant at p < .001). In numbers,

that means an improvement of 1400% over ItemKNN

and 28% over UserKNN for Minneapolis, an increase of

1280% over ItemKNN and 19% over MP for Boston, an

improvement of 1000% over ItemKNN and 18% over

UserKNN for Miami and an increase of 1700% over

ItemKNN and 31% over UserKNN for Honolulu.

What is also presented in the plots is the fact that

the simple most popular algorithm (MP) proves to be a

very strong baseline outperforming, e.g., in the city of

Boston, the more sophisticated WRMF and CF meth-

ods. Interesting to note here is also the strong perfor-

mance of the UserKNN method that appears to be the

second strongest method in that experiment when av-

eraged over all cities. As already shown in Noulas et

al. [22], user-based collaborative filtering builds a very

strong baseline in the field of POI recommender sys-

tems. Nevertheless, the authors also mention the high

potential of matrix factorization methods that include

contextual information in the model in their work. This

potential is now revealed in the results of the WPOI

recommender whose results apparently outperform con-
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Fig. 12: Comparing WPOI with the strongest weather feature in the respective city to state-of-the-art recommender

systems algorithms. As presented, there are observable differences between the methods, while WPOI outperforms

the other methods.

ventional matrix factorization methods such as WRMF

and CF approaches as shown in our experiment.

7 Summary & Discussion

The main findings with respect to our RQs can be sum-

marized as follows:

– RQ1. The analyses in Section 4 show that the weather

context does indeed have a significant impact on

user check-in behaviour, presenting different check-

in profiles for different kinds of contextual weather

variables and places.

– RQ2. Furthermore, our work reveals how to build

a weather-aware POI recommender system (WPOI)

by extending a POI state-of-the-art POI matrix fac-

torization method.

– RQ3. Finally, our study shows that the weather

context can significantly increase the recommender

accuracy of a POI recommender method, outper-

forming even the time context in some cases. Among

the considered weather features, ‘precipitation in-

tensity’ and ‘visibility’ are the most significant ones

in use to improve the ranking in a weather-aware

POI recommender system.

Taken together, our results show that weather con-
text has a significant impact on user check-in behaviour

and movement within cities, which can be exploited

to significantly improve the accuracy of a POI recom-

mender system. Not only does this research have impli-

cations for the design of future technology, for instance,

mobility apps for more efficient movement of tourists in

cities, but it will also hopefully lead to further studies

that help to better understand mobility patterns and

the behaviour of users in cities in general and tourists

in particular.

In our study, we relied only on actual weather con-

ditions in place, rather than on weather forecasts. One

might argue that this is a limitation of this work, as peo-

ple often plan their trips beforehand by looking at the

weather forecast for a particular day. However, as we

also know, forecasts are not always reliable and weather

conditions can change (also rapidly). As such, people

need to adjust their planning accordingly and consider

other alternatives. Furthermore, our study only focused

on the city area and rather short check-in distances
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(max. 100km). Hence, the influence on planning travel

or trips on forecasts, rather than the actual weather

conditions in place, might be smaller than assumed.

The question of how far in advance people plan their

trips to cities is an interesting question that we hope to

look at more closely in our future work.

Currently, our work only investigates one weather

feature at a time. Investigating different hybridization

methods would also be an interesting focus in future

work. Comparing the method developed in this paper

with other context-aware recommender strategies such

as contextual sparse linear models (CSLIM) [33] em-

ploying the CARSKit4 framework is also of interest. A

limitation to our work may be that we performed our

recommender analyses on a relatively small sample of

cities, albeit on a huge number of POIs. As such, it

would be interesting to further study the performance

of our WPOI approach in even more cities and across

different countries.

What our analyses revealed, in the context of dis-

tances between POIs, is that people tend to check into

POIs that are closer in distance to each other, rather

than POIs that are farther away when compared to

the users previously checked-in at POIs. Furthermore,

it was shown that travels are weather dependent. One

limitation of this investigation is that we did not ap-

ply a time filter. For instance, looking at a sequence of

POIs with check-ins within a certain time frame (1hr,

12hrs or 24hrs) may show a different movement be-

haviour. Furthermore, we limited our investigations ex-

clusively to POIs in cities and with a maximum distance

of 100km from the previously checked-in POI. Consider-

ing travels beyond the city level, for example, between

cities and countries, may also lead to interesting new

insights.

In addition, we would like to extend our investiga-

tions on user, POI and POI category level. Our current

study shows, for instance, that there are significant dif-

ferences in terms of check-in behaviour at the category

level. Furthermore, preliminary work also reveals that

there are users, who are more sensitive to some of the

weather features as opposed to others. Finally, at the

category level, it would be interesting to study different

check-in patterns related to certain types of POIs, e.g.,

indoor and outdoor POIs. A better understanding of

city mobility patterns would not only be of particular

interest for governmental bodies (e.g., to provide better

public transportation), but also for tourism stakehold-

ers, who are, for example, engaged in city tour planning

activities, etc.

4 https://github.com/irecsys/CARSKit

8 Conclusions

This paper investigated the utility of weather context

for point of interest (POI) recommender systems. Our

work showed that (i) weather context does indeed have

a significant impact on user check-in behaviour in cities

and that (ii) we can significantly improve state-of-the-

art POI recommender methods by incorporating weather

context into models, wherein ‘precipitation intensity’

and ‘visibility’ are the most useful features in the pro-

cess. In our opinion, this research provides a baseline

for a range of further studies related to recommender

systems and tourism, using weather as a context vari-

able.

Open Science. In order to make the results obtained in

this work reproducible, we have shared the code and

data used in this study. The proposed method Rank-

GeoFM with weather context is implemented within the

MyMediaLite framework [10] and can be downloaded

for free from our GitHub repository5. Furthermore, the

data samples used in the experiments can be requested

via email from the corresponding authors of this study.
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